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Improvement on Exoplanet 
Detection Methods and Analysis  

via Gaussian Process  
Fitting Techniques 



Motivation 
●  Finding (small) exoplanets proves difficult ... but possible! 

●  Existing problems include:  

○  Our instrumentation isn’t precise enough (should be 
10cm/s). 

○  Stellar activity of host stars complicate our readouts of 
planetary signals. 
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Stellar Activity 
Sources 



●  Gaussian Process (GP) fits of stellar data. 

 

●  GP has proven itself successful in astrophysical and other 
fields. 

●  Ex: time series analyses to infer physical properties; 
exoplanet population; exoplanet detection via RV data.  
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Solution 

Why? 
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S H

K
 v

al
ue

s 

MJD (time) 



Mean Standard deviation 

2 dimensional Gaussian 
σ is now width of ellipse 

ellipses now centered on µ 
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What are Gaussian Processes? 

Figures from Raphaëlle Haywood’s Ph.D. thesis 



µ1 

µ2 

New way to represent 2D Gaussian: 
5 samples from joint prior distribution of 

two variables 
 

6D Gaussian! 
 

measure 

narrows 
distributions of 
other variables 
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What are Gaussian Processes? 
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What are Gaussian Processes? 
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●  Definition:  

○  Function(s) of covariance amongst variables that 
change collectively. 

●  We use GP to measure correlation of our stellar data. 

●  Different GP’s affect the quality of your fits. 

○  Difficulty is determining appropriate parameters and 
models. 
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What are Gaussian Processes? 



Photo Credit: David Duvenaud, “The Kernel Cookbook: Advice on 
Covariance functions” 
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Kernels (covariance functions) 



Photo Credit: Markus Schneider ‘s Thesis, “Learning from 
Demonstration with Gaussian Processes” 
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Hyperparameters (what control kernels) 



 
●  Sample S-values (Ca II H and K measurements) of 

stars from Keck/HIRES. 

●  Apply GP to fit data and measure correlation. 

●  Adjust hyperparameters and/or consider alternative 
combination of kernels, until optimized. 
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Methods 



Method 
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Analysis 

GP Fits Corner 
Plots Likelihood 



Qualitative GP Fits 
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Corner Plots 
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Likelihood 
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BIC= ln(sample size)*parameters+(max log likelihood) 



Results 
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Bayesian Information Criterion 
(BIC): 

 
ln(sample size)*parameters + 

max log likelihood 

HD4915 SE HD4915 SE+Per (w.n.) 

HD4915 SE 



HD10700 RQ 

HD4915 SE+Per 
(w. noise) 

HD154345 RQ HD4915 RQ 

HD10700 Per HD154345 Per (w. 
noise) 
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What’s the Best Fit? 



●  Per and Per(w. noise) fit the data poorly. 

●  RQ, RQ(w. noise), and SE+Per+RQ(w. noise) are likely 
the best kernels. 

●  Hyperparameters need reevaluation, but some are well 
constrained. 
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Conclusions Thus Far 

HD10700 RQ HD154345 RQ HD4915 RQ 



●  Can we infer the same results with H-alpha? 

●  Apply to RV data of same stars 

○  Method 1: Subtract our stellar fit from RV model, then 
fit residuals using Keplerian parameters.  

○  Method 2: Simultaneously unite our stellar fit with 
Keplerian. 

○  Interpret Keplerian parameters. 

●  GP fits to the stellar activity data not well constrained? 
Maybe need more observations to reliably remove the 
stellar activity signal, reveal real planetary signals in RVs. 
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Next Steps  
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